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Abstract. We give necessary and sufficient conditions for a cdh sheaf to satisfy Milnor

excision, following ideas of Bhatt and Mathew. Along the way, we show that the cdh ∞-topos
of a quasi-compact quasi-separated scheme of finite valuative dimension is hypercomplete,

extending a theorem of Voevodsky to nonnoetherian schemes. As an application, we show

that if E is a motivic spectrum over a field k which is n-torsion for some n invertible in k,
then the cohomology theory on k-schemes defined by E satisfies Milnor excision.
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1. Introduction

A Milnor square is a cartesian square of rings of the form

A B

A/I B/J.

This class of squares was introduced by Milnor in [Mil71, §2]. In modern language, he proved
that such a square induces a cartesian square of categories

Proj(A) Proj(B)

Proj(A/I) Proj(B/J),

where Proj(A) denotes the category of finitely generated projective left A-modules. We will say
that a functor of rings satisfies Milnor excision if it sends Milnor squares to cartesian squares.
Thus, Proj(−) satisfies Milnor excision. A closely related invariant that satisfies Milnor excision
is Weibel’s homotopy K-theory spectrum KH(−) [Wei89, Theorem 2.1]. Algebraic K-theory
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itself does not satisfy Milnor excision, though it satisfies a weaker “pro-excision” property
[Mor18]; the failure of Milnor excision for algebraic K-theory is discussed in more details in
[LT19].

Milnor excision for invariants of commutative rings was further explored by Bhatt and
Mathew in [BM18]. They introduce a refinement of Voevodsky’s h topology on the category of
schemes, called the arc topology, with the property that every arc sheaf satisfies Milnor excision.
Moreover, they show that the difference between h descent and arc descent is a certain excision
property involving absolutely integrally closed valuation rings, which is easy to check in some
cases [BM18, Theorem 1.6]. Examples of arc sheaves include étale cohomology with torsion
coefficients and perfect complexes on the perfection of Fp-schemes.

It turns out that Milnor squares are in fact covers for a “completely decomposed” version of
the arc topology. A qcqs morphism of schemes Y → X is called a cdarc cover if the induced
map Maps(Spec V,Y) → Maps(Spec V,X) is surjective for every henselian valuation ring V of
rank 6 1. Together with open covers, cdarc covers define a topology on the category of schemes
called the cdarc topology. The cdarc topology is to the cdh and Nisnevich topologies as the arc
topology is to the h and fppf topologies. Our main result is the following theorem, which is a
completely decomposed analogue of [BM18, Theorem 4.1]:

Theorem A (see Theorem 3.3.4). Let S be a scheme, C a compactly generated ∞-category,
and F : Schop

S → C a finitary cdh sheaf (see §2.1). Consider the following assertions:

(1) F satisfies henselian v-excision, i.e., for every henselian valuation ring V over S and
every prime ideal p ⊂ V, the following square is cartesian:

F(V) F(Vp)

F(V/p) F(κ(p));

(2) F satisfies Milnor excision;

(3) F satisfies cdarc descent.

In general, (3) ⇒ (2) ⇒ (1). If S has finite valuative dimension (see §2.3), then (1) ⇒ (2). If
every compact object of C is cotruncated, then (1)⇒ (3).

The v-excision property featured in this theorem was first considered by Huber and the fourth
author in [HK18], where it is shown that the presheaf Ωn(−) of differential n-forms satisfies
v-excision for equicharacteristic valuation rings [HK18, Lemma 3.14].

The assumption that every compact object of C is cotruncated holds for example if C =
D(Λ)60 for some ring Λ, which is the setting of [BM18, Theorem 4.1]. Our theorem improves
upon loc. cit. in that this cotruncatedness assumption is not needed to deduce Milnor excision
from henselian v-excision (the assumption that S has finite valuative dimension is practically
vacuous since S is typically the spectrum of a field or Dedekind domain). A key ingredient in
the proof is the hypercompleteness of the cdh topology on nonnoetherian schemes, which is of
independent interest:

Theorem B (see Corollary 2.4.16). Let X be a qcqs scheme of finite valuative dimension. Then

every sheaf in Shvcdh(Schfp
X ) is the limit of its Postnikov tower. In particular, the ∞-topos

Shvcdh(Schfp
X ) is hypercomplete.

An example of an invariant satisfying arc descent is étale cohomology

C∗ét(−,A): Schop → D(Z)
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with coefficients in a torsion abelian group A. For this invariant, henselian v-excision is trivial.
Our criterion allows us to prove an analogous result for motivic cohomology of schemes over a
field whose characteristic does not divide the torsion in A:

Theorem C (see Corollary 3.4.10). Let k be a field and A a torsion abelian group such that
the exponential characteristic of k acts invertibly on A. For any q ∈ Z, the presheaf

C∗mot(−,A(q)) : Schop
k → D(Z)

satisfies cdarc descent. In particular, it satisfies Milnor excision.

More generally, we prove Milnor excision for cohomology theories defined by motivic spectra
with suitable torsion. For a motivic spectrum E ∈ SH(S) and an S-scheme X, we denote by
E(X) the mapping spectrum from 1X to EX in SH(X). It is well known that E(−) : Schop

S → Spt
is a finitary cdh sheaf of spectra.

Theorem D (see Theorem 3.4.8). Let k be a field and E ∈ SH(k). Suppose that E is ϕ-
torsion for some ϕ ∈ GW(k) such that rk(ϕ) is invertible in k. Then the presheaf of spectra
E(−) : Schop

k → Spt satisfies Milnor excision.

One of the impetus for trying to prove Milnor excision for a motivic spectrum E over a perfect
field is that it implies condition (G2) from [Kel19] for the homotopy presheaves of E [KM18,
Lemma 3.5(ii)].1 In forthcoming work [EHIK20], we will show that the torsion assumption in
Theorem D is in fact not necessary, and hence prove condition (G2) for any motivic spectrum.

Notation. We denote by Spc the ∞-category of spaces and by Spt that of spectra.

For an∞-category C, PSh(C) is the∞-category of presheaves of spaces on C and PShΣ(C) ⊂
PSh(C) is the full subcategory of presheaves that transform finite coproducts into finite products
(also called Σ-presheaves). If τ is a topology on C, Shvτ (C) ⊂ PSh(C) is the full subcategory of
τ -sheaves.

If X is a scheme, SchX is the category of X-schemes, Schqcqs
X is the category of quasi-compact

quasi-separated (qcqs) X-schemes, Schlfp
X is the category of X-schemes locally of finite presenta-

tion, and Schfp
X is the category of X-schemes of finite presentation.

Acknowledgments. We would like to thank Akhil Mathew and Bhargav Bhatt for some
useful discussions about the results of [BM18] and Benjamin Antieau for communicating The-
orem 3.4.5.

This work was partially supported by the National Science Foundation under grant DMS-
1440140, while the first two authors were in residence at the Mathematical Sciences Research
Institute in Berkeley, California, during the “Derived Algebraic Geometry” program in spring
2019.

2. Complements on the cdh topology

In this section, we prove that the homotopy dimension of the cdh∞-topos of a qcqs scheme X
is bounded by the valuative dimension of X, and we deduce that this∞-topos is hypercomplete
when the valuative dimension of X is finite. For X noetherian, the valuative dimension coincides
with the Krull dimension and these results were previously proved by Voevodsky ([Voe10b,
Proposition 2.11] and [Voe10a, Theorem 2.27, Proposition 3.8(3)]).

1The condition (G1) (resp. (G2)) asks that the horizontal (resp. vertical) morphisms in the square of Theo-
rem A be injective (resp. surjective).
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We start by reviewing the definition of the cdh topology in §2.1. In §2.2, we recall the
definition of Riemann–Zariski spaces and establish some basic facts about them. In §2.3, we
define the valuative dimension of a scheme, following Jaffard [Jaf60]; the valuative dimension of
an integral scheme turns out to be the Krull dimension of its Riemann–Zariski space. Finally,
in §2.4, we obtain the desired bound on the homotopy dimension of the cdh ∞-topos.

2.1. The cdp, rh, and cdh topologies. Recall that a family of morphisms of schemes {Yi →
X} is completely decomposed if, for every x ∈ X, there exists i and y ∈ Yi such that κ(x)→ κ(y)
is an isomorphism.

The cdp topology on the category of qcqs schemes is defined as follows: a sieve on X is a
cdp covering sieve if and only if it contains a completely decomposed family {Yi → X} where
each Yi → X is proper and finitely presented. The rh topology (resp. the cdh topology) is the
topology generated by the cdp topology and the Zariski topology (resp. the Nisnevich topology).
The rh and cdh topologies are defined on all schemes.

Remark 2.1.1. The cdh topology was introduced by Suslin and Voevodsky in [SV00], and the
rh topology by Goodwillie and Lichtenbaum in [GL01]. Our definitions differ from theirs for
nonnoetherian schemes, as we require coverings to be finitely presented.

If X is a scheme and τ ∈ {rh, cdh}, the ∞-category Shvτ (Schlfp
X ) is an ∞-topos, which is

equivalent to Shvτ (Schfp
X ) when X is qcqs (see [Hoy14, Proposition C.5]). By [GK15, Theorem

2.3] and [Lur17, Lemma 6.4.5.6], the points of this ∞-topos can be identified with the local
schemes over X having no nontrivial covering sieves. For the rh topology, these are precisely
the valuation rings [GL01, Proposition 2.1], and for the cdh topology these are the henselian
valuation rings [GK15, Theorem 2.6].

A splitting sequence for a morphism f : Y → X is a sequence of closed subschemes

∅ = Zn ⊂ Zn−1 ⊂ · · · ⊂ Z1 ⊂ Z0 = X

such that f admits a section over the subscheme Zi − Zi+1 for all i.

Lemma 2.1.2. Let X be a qcqs scheme and f : Y → X a morphism locally of finite presentation.
Then f is completely decomposed if and only if it admits a splitting sequence by finitely presented
closed subschemes.

Proof. It is clear that f is completely decomposed if it admits a splitting sequence. Conversely,
suppose that f is completely decomposed. Let E be the poset of closed subschemes Z ⊂ X such
that the induced morphism Y×X Z→ Z does not admit a finitely presented splitting sequence.
Since f is locally of finite presentation, E is closed under cofiltered intersections. By Zorn’s
lemma, it remains to show that E does not have a minimal element. Any Z ∈ E is nonempty
and hence has a maximal point z ∈ Z. Since f is completely decomposed, it splits over z. Since
f is locally of finite presentation, it splits over Ured for some quasi-compact open neighborhood
U of z in Z. Writing Zred as a limit of finitely presented subschemes, we find a finitely presented
nilimmersion Z1 ⊂ Z such that f splits over U×Z Z1. Let Z2 ⊂ Z1 be a finitely presented closed
complement of U×Z Z1. Then Z2 ∈ E, which shows that Z is not minimal. �

Remark 2.1.3. A completely decomposed morphism of finite type need not have a splitting
sequence. For example, let X = N ∪ {∞} be the one-point compactification of N regarded as
a profinite set, and let Y ⊂ X × {±1} be the closed subset consisting of the points (n, (−1)n)
and (∞,±1). Viewing profinite sets as zero-dimensional affine k-schemes for some field k, the
map Y → X is finite and completely decomposed, but it does not admit a section over any open
neighborhood of ∞ ∈ X.

Proposition 2.1.4. Let X be a scheme.
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(1) If X is qcqs and τ ∈ {t,Zar,Nis, cdp, rh, cdh}, the ∞-topos Shvτ (Schfp
X ) is coherent and

locally coherent.

(2) For τ ∈ {Zar,Nis, rh, cdh}, the ∞-topos Shvτ (Schlfp
X ) is locally coherent.

Proof. By Lemma 2.1.2, for every completely decomposed family {Yi → X}i∈I with X qcqs and
Yi → X finitely presented, there exists a finite subset J ⊂ I such that the family {Yi → X}i∈J is

completely decomposed. It follows that the given topologies on Schfp
X are finitary, so (1) follows

from [Lur18, Proposition A.3.1.3]. Assertion (2) follows easily from (1). �

An abstract blowup square is a cartesian square

E Y

Z X

p

i

where i is a closed immersion, p is proper, and p is an isomorphism over X− i(Z).

Proposition 2.1.5. Let X be a qcqs scheme.

(1) The cdp topology on Schfp
X is associated with the cd-structure consisting of abstract

blowup squares.

(2) A presheaf F on Schfp
X is a cdp sheaf if and only if F(∅) = ∗ and F sends abstract

blowup squares to cartesian squares.

Proof. The second statement follows from the first and [AHW16, Theorem 3.2.5]. Let f : Y → X
be completely decomposed, proper, and finitely presented. We must show that f is covering
for the topology τ associated with the cd-structure given by abstract blowup squares. By
Lemma 2.1.2, f admits a finitely presented splitting sequence ∅ = Zn ⊂ · · · ⊂ Z0 = X, and we
prove the claim by induction on n. If n = 0, then X is empty and the claim is trivial. Suppose
n > 1. Then f admits a section over X− Z1. Writing the schematic image of this section as a
cofiltered limit of finitely presented closed subschemes of Y, we find such a closed subscheme
Y1 ⊂ Y such that Y1 → X is an isomorphism over X − Z1 [Stacks, Tag 0CNG]. Thus, Y1 and
Z1 form an abstract blowup square over X. By construction, the base change of f to Y1 has
a section and in particular is a τ -cover. The base change of f to Z1 has a finitely presented
splitting sequence of length n − 1, and hence it is a τ -cover by the induction hypothesis. It
follows that f is a τ -cover, as desired. �

We shall say that a presheaf on some category C of schemes is finitary if it sends cofiltered
limits of qcqs schemes2 to colimits. We denote by PShfin(C) ⊂ PSh(C) the full subcategory of
finitary presheaves.

If X is qcqs, recall that Schqcqs
X can be identified with the full subcategory of Pro(Schfp

X )
spanned by limits of cofiltered diagrams with affine transition morphisms [Stacks, Tags 01ZC
and 09MV]. This implies that there is an equivalence of ∞-categories

PSh(Schfp
X ) ' PShfin(Schqcqs

X ).

Proposition 2.1.6. Let S be a scheme.

(1) If S is qcqs and τ ∈ {t,Zar,Nis, cdp, rh, cdh}, there is an equivalence of ∞-categories

Shvτ (Schfp
S ) ' Shvfin

τ (Schqcqs
S ).

2By a cofiltered limit of schemes, we will always mean the limit of a cofiltered diagram of schemes with affine
transition morphisms.
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(2) For τ ∈ {Zar,Nis, rh, cdh}, there is an equivalence of ∞-categories

Shvτ (Schlfp
S ) ' Shvfin

τ (SchS).

Proof. If X is a cofiltered limit of finitely presented S-schemes Xα, then every τ -square over
X is the pullback of a τ -square over Xα for some α [Stacks, Tags 07RP and 081F]. It follows

that a finitary presheaf on Schqcqs
S is a τ -sheaf if and only if its restriction to Schfp

S is, which
proves (1). To prove (2), note that both sides are Zariski sheaves in S, so we may assume that
S is qcqs. In this case it is clear that the restriction functors to the ∞-categories from (1) are
equivalences. �

Remark 2.1.7. The conclusion of Proposition 2.1.6 does not hold for τ ∈ {ét, fppf, eh,h}. This
is one of the main technical advantages of completely decomposed topologies. Another one is
the hypercompleteness property that we will prove in §2.4.

Remark 2.1.8. If X is a qcqs scheme, every abstract blowup square (Y,E) → (X,Z) is a
cofiltered limit of finitely presented abstract blowup squares (Yα,Eα)→ (X,Zα). As a result, a
finitary cdp sheaf on Schqcqs

X takes every abstract blowup square to a cartesian square. However,
a finitary cdp sheaf need not be a sheaf for the topology generated by completely decomposed
proper coverings, since Lemma 2.1.2 does not apply to morphisms of finite type.

2.2. Riemann–Zariski spaces. By a generic point of a scheme X we mean a generic point
of an irreducible component of X. We denote by Xgen ⊂ X the set of generic points with the
induced topology. A morphism of schemes f : Y → X is narrow if f(Y) ∩Xgen = ∅.

We shall say that a scheme is quasi-integral if it is reduced and locally has finitely many
generic points. If X is quasi-integral, then Xgen is a discrete space.

Definition 2.2.1. Let X be a quasi-integral scheme. A modification of X is a proper morphism
f : Y → X such that Y is reduced, f induces a bijection Ygen ' Xgen, and for every η ∈ Ygen,
the residual field extension κ(f(η))→ κ(η) is an isomorphism.

If f : Y → X is a modification, there exists a dense open subscheme U ⊂ X such that
f−1(U)→ U is an isomorphism [Stacks, Tag 02NV]. We denote by MX ⊂ SchX the full subcat-
egory of modifications of X. Note that MX is a poset, since a morphism from a reduced scheme
to a separated scheme is determined by its restriction to the generic points.

Definition 2.2.2. Let X be a quasi-integral scheme. The Riemann–Zariski space of X is the
limit of all modifications of X in the category of ringed spaces:

RZ(X) = lim
Y∈MX

Y.

In the definition of RZ(X), it is possible to replace MX by several other categories without
changing the limit. Let Mbl

X ⊂MX be the subcategory of blowups3 of X with narrow centers. Let
NX be the category of proper X-schemes Y such that the map (Yη)red → η is an isomorphism

for every η ∈ Xgen, and let N
fp
X = NX ∩ Schfp

X . Note that MX ⊂ NX.

Lemma 2.2.3. Let X be a quasi-integral scheme.

(1) The categories NX, Nfp
X , MX, and Mbl

X are cofiltered.

(2) The inclusion MX ⊂ NX is coinitial. If X is qcqs, the inclusion Mbl
X ⊂MX is coinitial.

(3) Suppose X qcqs and let F: NX → C be a functor such that, for any cofiltered diagram

{Yi} in N
fp
X whose transition maps are closed immersions, F(limi Yi) ' limi F(Yi).

Then F is right Kan extended from N
fp
X .

3By a blowup we will always mean a blowup with finitely presented center, so that blowups are proper.
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Proof. (1,2) The categories NX and N
fp
X are cofiltered because they are closed under finite limits

in SchX. The inclusion MX ⊂ NX has a right adjoint that sends Y to the closure of Xgen in
Y with reduced scheme structure (in other words, it discards the narrow components of Y).
Hence, MX is also cofiltered and MX ⊂ NX is coinitial. The poset Mbl

X is cofiltered by [Stacks,
Tag 080A]. If X is qcqs, any modification of X is an isomorphism over a dense quasi-compact
open U ⊂ X, and by [GR71, Corollaire 5.7.12] it can be refined by a U-admissible blowup of X.
This shows that the inclusion Mbl

X ⊂MX is coinitial.

(3) Recall that the category of qcqs X-schemes is equivalent to the full subcategory of

Pro(Schfp
X ) spanned by limits of cofiltered diagrams with affine transition maps [Stacks, Tags

01ZC and 09MV]. By [Stacks, Tag 09ZR], any proper X-scheme Y is the limit of a cofiltered
diagram of finitely presented proper X-schemes Yi whose transition maps are closed immer-
sions. Moreover, for every η ∈ Xgen, the scheme (Yi)η is noetherian, so the closed immersion
Yη → (Yi)η is eventually an isomorphism. In particular, if Y ∈ NX, then Yi is eventually in

N
fp
X . This shows that NX is equivalent to the full subcategory of Pro(Nfp

X ) spanned by limits of
cofiltered diagrams of closed immersions, which implies the claim. �

Corollary 2.2.4. Let X be a quasi-integral scheme. Then RZ(X) ' limY∈NX
Y. If X is qcqs,

then RZ(X) ' limY∈C Y for C either Mbl
X or N

fp
X .

Remark 2.2.5. The analogue of Lemma 2.2.3(3) is not true for the category MX, because
every cofiltered diagram of closed immersions in MX is constant. It is thus necessary to pass to
the larger category NX to express RZ(X) as a limit of finitely presented X-schemes.

Remark 2.2.6. If X′ → X is a morphism of quasi-integral schemes that sends generic points
to generic points and Y ∈ NX, then Y ×X X′ ∈ NX′ . It thus follows from Corollary 2.2.4 that
X 7→ RZ(X) is functorial with respect to such morphisms.

Proposition 2.2.7. Let X be a quasi-integral scheme.

(1) RZ(X) is a locally ringed space whose underlying topological space is locally spectral; it
is spectral if X is qcqs.

(2) If Y is a modification of X, there is a canonical isomorphism RZ(Y) ' RZ(X).

(3) If {Xi} are the irreducible components of X, then RZ(X) '
∐
i RZ(Xi).

(4) If U ⊂ X is open, the canonical map RZ(U)→ RZ(X)×X U is an isomorphism.

Proof. (1) This follows from Lemma 2.2.3(1) and the fact that the forgetful functors from locally
ringed spaces to ringed spaces and from (locally) spectral spaces to topological spaces preserve
cofiltered limits (the former is easy and the latter is [Stacks, Tag 0A2Z]).

(2) We have MY = (MX)/Y and the forgetful functor (MX)/Y → MX is coinitial since MX

is cofiltered, by Lemma 2.2.3(1).

(3) This follows from (2) since
∐
i Xi → X is a modification of X.

(4) It suffices to prove the result when U is affine. In that case, we will show that the pullback
functor MX → MU is coinitial. Since MX and MU are cofiltered posets by Lemma 2.2.3(1), it
will suffice to show that every modification of U is refined by the pullback of a modification of
X. By Lemma 2.2.3(2), any modification of U is refined by a projective modification Y → U.
Since U is affine, we can embed Y in a projective space Pn

U. Let Y be the closure of Y in Pn
X

and let X′ ⊂ X be the union of the irreducible components disjoint from U. Then Y t X′ is a
modification of X lifting Y. �
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Our next goal is to generalize Proposition 2.2.7(4) to étale morphisms. Note that if X is
quasi-integral and V→ X is an étale morphism, then V is also quasi-integral.4

Lemma 2.2.8. Let X be a qcqs scheme with finitely many irreducible components and V→ X
a quasi-compact separated étale morphism. For every blowup V′ → V with narrow center, there
exists a blowup X′ → X with narrow center such that X′ ×X V→ V factors through V′.

Proof. Since X has finitely many generic points, there exists a dense quasi-compact open U ⊂ X
such that V ×X U → U is finite [Stacks, Tag 02NW]. By Zariski’s main theorem, we can find
a factorization V → V → X where V → V is a dense open immersion, p : V → X is finite and
finitely presented, and p is étale over U [Stacks, Tags 0F2N and 0AXP]. By Gruson–Raynaud
flatification [Stacks, Tag 0815], there exists a U-admissible blowup of X such that the strict
transform of p is flat and finitely presented, hence finite locally free. Since a composition of
blowups is a blowup [Stacks, Tag 080B], we are reduced to the case where p is finite locally free.
Let I ⊂ OV be a finitely generated ideal whose restriction to V cuts out the center of the given
blowup V′ → V, and let J ⊂ OX be the 0th Fitting ideal of OV/I. Then J is a finitely generated
ideal cutting out a narrow subscheme of X; indeed, the zero locus of J is the image by p of the
zero locus of I, which is narrow since V is dense in V. As in the proof of [Stacks, Tag 0812],
there exists a finitely generated ideal I′ ⊂ OV such that JV = IVI

′. Hence, by [Stacks, Tag
080A], the blowup of J in X has the desired property. �

Proposition 2.2.9. Let X be a quasi-integral qcqs scheme and V → X a quasi-compact sepa-
rated étale morphism. Then the pullback functor MX →MV is coinitial.

Proof. Since the categories MX and MV are cofiltered posets, it suffices to show that the poset
MX ×MV (MV)/V′ is nonempty for every V′ ∈ MV. This follows from Lemma 2.2.3(2) and
Lemma 2.2.8. �

Corollary 2.2.10. Let X be a quasi-integral scheme and V→ X an étale morphism. Then the
canonical map of locally ringed spaces RZ(V)→ RZ(X)×X V is an isomorphism.

Proof. The assertion is local on V and X by Proposition 2.2.7(4), so we can assume X qcqs and
V→ X quasi-compact and separated. Then the result follows from Proposition 2.2.9. �

Remark 2.2.11. Corollary 2.2.10 implies that X 7→ RZ(X) is an étale cosheaf of locally ringed
spaces (hence of topological spaces) on quasi-integral schemes.

We conclude this subsection by recalling the valuative description of Riemann–Zariski spaces,
following [Tem10, §3.2]. If X is an integral scheme with function field K, we denote by Val(X)
the set of valuation rings R ⊂ K centered on X, i.e., such that R contains OX,x for some x ∈ X.
Given a finite subset S ⊂ K× and an open subset U ⊂ X, let Val(U,S) ⊂ Val(X) be the subset of
valuation rings centered on U and containing S. The sets Val(U,S) form a basis for a topology
on Val(X) (which is closed under finite intersections). In this topology, R0 is a specialization of
R1 if and only if R0 ⊂ R1.

Given R ∈ Val(X), the morphism Spec R → X lifts uniquely to every modification of X (by
the valuative criterion of properness). Taking the images of the closed point of Spec R in every
modification of X defines a map

ϕ : Val(X)→ RZ(X).

Proposition 2.2.12. Let X be an integral scheme. Then ϕ : Val(X)→ RZ(X) is a homeomor-
phism.

4However, if X is integral, then V need not be locally integral (unless X is geometrically unibranch). This is
the reason for considering quasi-integral schemes.
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Proof. Let K be the function field of X. For x ∈ RZ(X), let Ox = colimY∈MX
OY,xY

⊂ K be
the stalk of the structure sheaf at x. We claim that Ox is a valuation ring. For S ⊂ K× a finite
subset, let X〈S〉 be the schematic image of the morphism Spec K → (P1)|S| × X induced by S,
and let X[S] = X〈S〉 ∩ (A|S| × X). Then X〈S〉 is a modification of X and S ⊂ O(X[S]). Now if
f ∈ K×, then X[f ] and X[f−1] form an open covering of X〈f〉, so f or f−1 belongs to Ox.

For any x ∈ RZ(X), we have ϕ(Ox) = x by the uniqueness part of the valuative criterion.
On the other hand, if R ∈ Val(X), Oϕ(R) is a valuation ring dominated by R, hence is equal to
R. Thus, ϕ is bijective.

It remains to show that ϕ is open and continuous. Given a finite subset S ⊂ K× and an
open U ⊂ X, ϕ(Val(U,S)) is the preimage of U[S] in RZ(U〈S〉) = RZ(U) ⊂ RZ(X), hence it is
open in RZ(X). A basis of the topology of RZ(X) is given by RZ(V) where V is an affine open
in some Y ∈ MX lying over some affine open U ⊂ X. If U = Spec A and V = Spec B, then
B = A[S] for some finite subset S ⊂ K× and ϕ−1(RZ(V)) = Val(U,S). �

2.3. Valuative dimension. The valuative dimension of a commutative ring was introduced
by Jaffard in [Jaf60, Chapitre IV]. We start by recalling the definition.

If A is an integral domain with fraction field K, its valuative dimension dimv(A) is the
supremum of n over all chains

A ⊂ R0 ⊂ R1 ⊂ · · · ⊂ Rn ⊂ K

where each Ri is a valuation ring and Ri 6= Ri+1. Equivalently, dimv(A) is the supremum of
the ranks of the valuation rings R such that A ⊂ R ⊂ K.

If A is any commutative ring, Jaffard defines

dimv(A) = sup
p∈Spec A

dimv(A/p).

This recovers the previous definition when A is integral, by [Jaf60, p. 55, Lemme 1].

Lemma 2.3.1. Let f1, . . . , fn ∈ A generate the unit ideal. Then

dimv(A) = max
16i6n

dimv(Afi).

Proof. We can assume that A is an integral domain. In this case it is obvious that dimv(Af ) 6
dimv(A) for any f ∈ A. The other inequality comes from the following observation: any
valuation ring R containing A must contain Afi for some i. Indeed, there exists i such that fi
divides fj in R for all j, hence divides 1. �

If X is a scheme, we define

dimv(X) = sup
U⊂X

dimv(O(U))

where U ranges over the affine open subschemes of X. If X = Spec A, it follows from Lemma 2.3.1
that dimv(X) = dimv(A).

Proposition 2.3.2. Let X be a scheme.

(1) If {Ui} is an open cover of X, then dimv(X) = supi dimv(Ui).

(2) If {Zi} is a closed cover of X, then dimv(X) = supi dimv(Zi).

(3) For any subscheme Y ⊂ X, dimv(Y) 6 dimv(X).

(4) For any narrow subscheme Y ⊂ X, dimv(Y) + 1 6 dimv(X).

(5) If Y → X is a dominant integral morphism, then dimv(Y) = dimv(X).

(6) If X is quasi-integral and Y → X is a modification, then dimv(Y) = dimv(X).
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(7) For any n > 0, dimv(A
n ×X) = dimv(X) + n.

(8) dim(X) 6 dimv(X).

(9) If X is locally noetherian, dimv(X) = dim(X).

Proof. (1) This follows easily from the definitions and Lemma 2.3.1.

(2) By (1), we can assume X = Spec A and Zi = Spec A/Ii. Then {Zi} being a closed cover
means that every prime ideal p ⊂ A contains Ii for some i. Hence,

dimv(X) = sup
p

dimv(A/p) = sup
i

sup
p⊃Ii

dimv(A/p) = sup
i

dimv(Zi).

(3) This is obvious for an open subscheme, so assume that Y is closed. By (1), we can assume
X = Spec A and Y = Spec A/I. Then

dimv(Y) = sup
p⊃I

dimv(A/p) 6 sup
p

dimv(A/p) = dimv(X).

(4) There is a largest open subscheme U ⊂ X in which Y is closed. Every generic point of U
is a generic point of X, so Y is narrow in U. Thus we may assume that Y is closed in X, and by
(1) we are reduced to the case X = Spec A and Y = Spec A/I. Since Y is narrow, every p ⊃ I
contains a strictly smaller prime ideal p′, hence

dimv(Y) + 1 = sup
p⊃I

dimv(A/p) + 1 6 sup
p⊃I

dimv(A/p
′) 6 dimv(X),

where the nontrivial inequality is [Jaf60, p. 55, Remarque].

(5) By (2), we can assume Y → X schematically dominant. Then the result follows from (1)
and [Jaf60, p. 58 Proposition 4].

(6) By (1,2), we can assume that X = Spec A where A is an integral domain with fraction
field K. If Spec B ⊂ Y is an affine open, then A ⊂ B ⊂ K, so the inequality dimv(Y) 6 dimv(X)
follows from (1). Since Y is proper, any valuation ring R ⊂ K containing A lifts to a morphism
Spec R→ Y by the valuative criterion; hence R contains B for some affine open Spec B ⊂ Y. It
then follows from (3) that dimv(Y) > dimv(X).

(7–9) These statements follow from (1) and [Jaf60, p. 60, Théorème 2], [Jaf60, p. 56,
Théorème 1], and [Jaf60, p. 67, Corollaire 2], respectively. �

Corollary 2.3.3. Let X be a quasi-compact scheme of finite valuative dimension. Then any
X-scheme of finite type has finite valuative dimension.

Proof. This follows from Proposition 2.3.2(1,7,3). �

Corollary 2.3.4. Let X be an integral scheme with function field K. Then dimv(X) is the
supremum of the ranks of the valuation rings of K centered on X.

Proof. If X is affine, this is the definition of dimv(X). The general case follows from Proposi-
tion 2.3.2(1), since any valuation ring centered on X is centered on some affine open subscheme
of X. �

Proposition 2.3.5. Let f : Y → X be a morphism of schemes such that, for every generic point
η ∈ Ygen, the transcendence degree of κ(η) over κ(f(η)) is 6 d. Then dimv(Y) 6 dimv(X) + d.

Proof. By Proposition 2.3.2(1,2) we can assume that f is induced by an extension of integral
domains A ⊂ B with fraction fields K ⊂ L. Let S ⊂ L be a valuation ring containing B, and let
R = S∩K. Then R is a valuation ring containing A. The result now follows from the inequality
rk(S) 6 rk(R) + d [Bou75, VI §10.3, Corollaire 2]. �
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Remark 2.3.6. As a special case of Proposition 2.3.5, if Y → X is a birational morphism of
schemes in the sense of [GD71, I.2.3.4] (i.e., it induces a bijection Ygen ' Xgen and isomorphisms
OX,f(η) ' OY,η for all η ∈ Ygen), then dimv(Y) 6 dimv(X).

Lemma 2.3.7. Let {Xi} be a cofiltered diagram in the category of topological spaces with limit
X. Then dim(X) 6 supi dim(Xi).

Proof. Any strict chain of specializations in X induces a strict chain in Xi for some i. �

Proposition 2.3.8. Let X be a quasi-integral scheme. Then dimv(X) = dim(RZ(X)).

Proof. By Propositions 2.2.7(3) and 2.3.2(2), we can assume X integral. Let K be the function
field of X. If R0 ⊂ R1 are valuation rings of K centered on X, then ϕ(R0) is a specialization
of ϕ(R1) in RZ(X). Since ϕ is injective by Proposition 2.2.12, we deduce that dimv(X) 6
dim(RZ(X)). On the other hand, by Lemma 2.3.7 and Proposition 2.3.2(6,8),

dim(RZ(X)) 6 sup
Y∈MX

dim(Y) 6 sup
Y∈MX

dimv(Y) = dimv(X). �

The following lemma is a generalization of [Kel19, Lemma A.2].

Lemma 2.3.9. Let A be a commutative ring of finite valuative dimension. Then any morphism
A→ R where R is a (henselian) valuation ring is a filtered colimit of morphisms A→ Rα where
Rα is a (henselian) valuation ring of finite rank.

Proof. Write R as the union of its finitely generated sub-A-algebras Aα. Let Kα be the fraction
field of Aα and let Rα = R∩Kα. Since Aα has finite valuative dimension by Corollary 2.3.3, Rα

is a valuation ring of finite rank. If R is henselian, we can replace each Rα by its henselization,
which is a valuation ring of the same rank as Rα [Stacks, Tag 0ASK]. �

2.4. The homotopy dimension of the cdh ∞-topos. Recall that an ∞-topos X has homo-
topy dimension 6 d if every d-connective object of X admits a global section, and it has finite
homotopy dimension if it has homotopy dimension 6 d for some d [Lur17, Definition 7.2.1.1].
We say that X is locally of finite homotopy dimension if it is generated under colimits by objects
U such that X/U has finite homotopy dimension.

If X has homotopy dimension 6 d, then it has cohomological dimension 6 d in the sense
that Hn(X;A) = 0 for any n > d and any sheaf of groups A on X. Indeed, if a : ∗ → K(A, n)
represents a cohomology class in Hn(X;A), then nullhomotopies of a are equivalent to global
sections of the pullback of a along 0: ∗ → K(A, n), which is an (n− 1)-connective object.

Proposition 2.4.1 (Lurie). Let X be an ∞-topos.

(1) If X has homotopy dimension 6 d and F is a n-connective object of X, then Maps(∗,F)
is (n− d)-connective.

(2) If X is locally of finite homotopy dimension, then every object of X is the limit of its
Postnikov tower. In particular, X is hypercomplete.

Proof. [Lur17, Lemma 7.2.1.7] and [Lur03, Proposition 4.1.5]. �

Let {Xi} be a cofiltered diagram of qcqs algebraic spaces defining a pro-algebraic space X.
We define the small Zariski and Nisnevich sites XZar and XNis to be the colimits of the small
sites (Xi)Zar and (Xi)Nis, so that

Shv(XZar) ' lim
i

Shv((Xi)Zar) and Shv(XNis) ' lim
i

Shv((Xi)Nis).
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Lemma 2.4.2 (Clausen–Mathew). Let X be a pro-algebraic space limit of a cofiltered diagram
of qcqs algebraic spaces of Krull dimension 6 d. Then the ∞-topoi Shv(XZar) and Shv(XNis)
have homotopy dimension 6 d.

Proof. [CM19, Corollary 3.11, Theorem 3.12, and Theorem 3.17]. �

If X is a quasi-integral scheme, we can regard RZ(X) as a pro-scheme by taking the limit of
Definition 2.2.2 in the category of pro-schemes.

Proposition 2.4.3. Let X be a quasi-integral qcqs scheme of finite valuative dimension d. Then
the ∞-topoi Shv(RZ(X)Zar) and Shv(RZ(X)Nis) have homotopy dimension 6 d.

Proof. Every modification of X has Krull dimension 6 d by Proposition 2.3.2(6,8). Hence, the
result follows from Lemma 2.4.2. �

Let X be a quasi-integral qcqs scheme. For most of this subsection we will work with an
auxiliary category of generically finite X-schemes: let GFinX ⊂ SchX be the full subcategory
consisting of quasi-separated X-schemes of finite type whose fibers over the generic points of X

are finite, and let GFinfp
X = GFinX∩Schfp

X . Note that GFinX and GFinfp
X are closed under finite

sums and finite limits in SchX. We define the Zariski, Nisnevich, cdp, rh, and cdh topologies

on GFinfp
X using the usual cd-structures.

Lemma 2.4.4. GFinX is equivalent to the full subcategory of Pro(GFinfp
X ) spanned by limits of

cofiltered diagram of closed immersions.

Proof. We can write any Y ∈ GFinX as the limit of such a diagram {Yi} in Schfp
X (since Y is

quasi-separated of finite type [Stacks, Tag 09ZQ]). Since (Yi)η is noetherian for every η ∈ Xgen,

the closed immersion Yη → (Yi)η is eventually an isomorphism, and hence Yi ∈ GFinfp
X . �

We can extend any presheaf F on GFinfp
X to Pro(GFinfp

X ) in the usual way (i.e., by left
Kan extension), and in particular, by Lemma 2.4.4, to GFinX. We shall still denote by F this
extension. If F is a sheaf for the Zariski or Nisnevich topology, its extension to GFinX is as
well. More interestingly, if F is a sheaf for the cdp topology, its extension to GFinX satisfies
excision for arbitrary abstract blowup squares (see Remark 2.1.8).

Lemma 2.4.5. Let τ ∈ {t,Zar,Nis, cdp, rh, cdh}. Then the restriction functor PSh(Schfp
X )→

PSh(GFinfp
X ) commutes with τ -sheafification.

Proof. It is obvious that the restriction preserves sheaves, so it remains to prove the following:

for any Y ∈ GFinfp
X and any τ -covering sieve R on Y in Schfp

X induced by a τ -square, the

restriction of R to GFinfp
X is τ -covering. Since GFinfp

X is closed under étale extensions, it
suffices to consider an abstract blowup square Z ↪→ Y ← Y′. Let Y′0 be the schematic closure of
Y′ ×Y (Y − Z) in Y′. By Lemma 2.4.4, there exists a closed subscheme Y′1 ⊂ Y′ containing Y′0
and belonging to GFinfp

X . Then Z ↪→ Y ← Y′1 is an abstract blowup square in GFinfp
X refining

the given square. �

The following definition is a variation on the notion of “clean sheaf” introduced by Goodwillie
and Lichtenbaum in [GL01, Definition 5.1]

Definition 2.4.6. A morphism Y′ → Y in GFinX is clean if it is proper and induces an

isomorphism (Y′η)red ' (Yη)red for every η ∈ Xgen. A presheaf on GFinfp
X is clean if it sends

clean morphisms to equivalences.
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We denote by PShcl(GFinfp
X ) ⊂ PSh(GFinfp

X ) the full subcategory of clean presheaves. Note

that every clean morphism in GFinX is a cofiltered limit of clean morphisms in GFinfp
X , so the

extension of a clean presheaf to GFinX sends all clean morphisms to equivalences.

Remark 2.4.7. If Y ∈ GFinX has no narrow components, the category of clean Y-schemes is
precisely the category NY defined in §2.2.

Remark 2.4.8. Nilimmersions are clean. Hence, clean presheaves are nilinvariant.

Remark 2.4.9. If F ∈ PShΣ(GFinfp
X ) is clean and Y ∈ GFinX, then

F(Y) ' F(Y1)× · · · × F(Yn)

where Y1, . . . ,Yn are the irreducible components of Y that dominate an irreducible component
of X (with reduced scheme structure). Indeed, the morphism Y1 t · · · t Yn → Y is clean. In
particular, if Y is narrow, then F(Y) is contractible.

Proposition 2.4.10. Let F be a clean Σ-presheaf on GFinfp
X . Then F is a cdp sheaf.

Proof. We must show that F takes every abstract blowup square

Z′ Y′

Z Y

to a cartesian square. By Remark 2.4.9, we can assume that Y is integral and dominant (over a
component of X). If Z is also dominant, then the horizontal maps are isomorphisms. Otherwise,
Z is narrow and both vertical morphisms are clean, so F takes them to equivalences. �

The class of clean morphisms is stable under base change and composition. It follows that

the inclusion PShcl(GFinfp
X ) ⊂ PSh(GFinfp

X ) admits a left adjoint cl given by

cl(F)(Y) = colim
Y′→Y

F(Y′),

where Y′ → Y ranges over clean finitely presented Y-schemes [Hoy17, Proposition 3.4(1)]. Note
that this indexing category has finite limits and hence is cofiltered, so that cl is a left exact
localization.

Lemma 2.4.11. Let F ∈ PSh(GFinfp
X ) and Y ∈ GFinX. Let Z ⊂ Y be the union of the

irreducible components of Y that dominate an irreducible component of X (with reduced scheme
structure). Then

cl(F)(Y) = colim
Z′∈MZ

F(Z′).

Proof. There exists a clean closed immersion Y ↪→ Y′ with Y′ ∈ GFinfp
X , so we may assume

that Y is finitely presented. By Lemma 2.2.3(2,3), we have

colim
Z′∈MZ

F(Z′) ' colim
Z′∈Nfp

Z

F(Z′).

Write Z as a cofiltered limit of finitely presented closed subschemes Zi ⊂ Y. Then N
fp
Z is the

filtered colimit of the categories of clean finitely presented Zi-schemes, hence [Lur17, Corollary
4.2.3.10]

colim
Z′∈Nfp

Z

F(Z′) = colim
i

colim
Z′
i→Zi

F(Z′i) = colim
i

cl(F)(Zi),

where Z′i ranges over clean finitely presented Zi-schemes. Since Zi → Y is clean, the last colimit
is constant and equal to cl(F)(Y). �

Proposition 2.4.12. The functor cl : PSh(GFinfp
X ) → PShcl(GFinfp

X ) sends Σ-presheaves to
cdp sheaves, Zariski sheaves to rh sheaves, and Nisnevich sheaves to cdh sheaves.
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Proof. It is clear that cl preserves Σ-presheaves, so the first statement follows from Proposi-

tion 2.4.10. Let F be a Zariski or Nisnevich sheaf on GFinfp
X . It remains to show that cl(F)

takes every Zariski or Nisnevich square

W V

U Y

to a cartesian square. We can assume that V→ Y is separated (since this restricted cd-structure
generates the same topology). Then the result follows immediately from Lemma 2.4.11 and
Proposition 2.2.9. �

For X a quasi-integral qcqs scheme, we define functors

clcdp : Shvcdp(Schfp
X )→ Fun(Xgen,Spc),

clrh : Shvrh(Schfp
X )→ Shv(RZ(X)Zar),

clcdh : Shvcdh(Schfp
X )→ Shv(RZ(X)Nis).

By Lemma 2.2.3(2,3), Shv(RZ(X)Nis) is the limit of the ∞-topoi Shv(YNis) as Y ranges over

the category N
fp
X of clean finitely presented X-schemes. We denote by Shvlax(RZ(X)Nis) the

right-lax limit of this diagram, i.e., the ∞-category of sections of the corresponding cartesian

fibration over (Nfp
X )op, so that Shv(RZ(X)Nis) ⊂ Shvlax(RZ(X)Nis) is the full subcategory of

cartesian sections. There is a functor

ρlax : ShvNis(GFinfp
X )→ Shvlax(RZ(X)Nis), F 7→ (FY)Y∈Nfp

X
,

where FY is the restriction of F to the small Nisnevich site of Y. If F is clean, then the section
ρlax(F) is cartesian, so ρlax restricts to a functor

ρ : Shvcl
Nis(GFinfp

X )→ Shv(RZ(X)Nis).

The functor clcdh is then the composition

Shvcdh(Schfp
X )→ Shvcdh(GFinfp

X )
cl−→ Shvcl

cdh(GFinfp
X ) = Shvcl

Nis(GFinfp
X )

ρ−→ Shv(RZ(X)Nis),

where the first functor is restriction, cl preserves cdh sheaves by Proposition 2.4.12, and the
equality is Proposition 2.4.10. The functors clrh and clcdp are defined similarly, replacing
Nisnevich sheaves by Zariski sheaves and Σ-presheaves, respectively.

Proposition 2.4.13. The functors clcdp, clrh, and clcdh preserve colimits and finite limits.

Proof. We prove the result for clcdh, but the same proof applies to clcdp and clrh with obvious

modifications. The restriction functor Shvcdh(Schfp
X )→ Shvcdh(GFinfp

X ) clearly preserves limits,

and it preserves colimits by Lemma 2.4.5. The functor cl : Shvcdh(GFinfp
X ) → Shvcl

cdh(GFinfp
X )

clearly preserves finite limits, and it preserves colimits because it is left adjoint to the inclusion.
It remains to show that the functor ρ preserves colimits and finite limits. Note that ρlax

preserves limits and colimits, so in fact ρ preserves limits. The inclusion Shv(RZ(X)Nis) ⊂
Shvlax(RZ(X)Nis) has a left exact left adjoint G 7→ G† given by the formula

(G†)Y = colim
p : Y′→Y

p∗(GY′)
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(using the fact that Nisnevich sheaves are closed under filtered colimits). If F ∈ ShvNis(GFinfp
X ),

we see that ρlax(F)† → ρlax(cl(F))† is an equivalence. It follows that the square

ShvNis(GFinfp
X ) Shvlax(RZ(X)Nis)

Shvcl
Nis(GFinfp

X ) Shv(RZ(X)Nis),

ρlax

cl †

ρ

commutes, hence that ρ preserves colimits. �

Lemma 2.4.14. For any qcqs scheme X, the topological space Xgen is Hausdorff and has a
basis of clopen sets.

Proof. If X is affine, this is [HJ65, Corollary 2.4]. The general case follows since X is homeo-
morphic to an affine scheme. �

Theorem 2.4.15. Let X be a qcqs scheme of finite valuative dimension d. Then the ∞-topoi

Shvcdp(Schfp
X ), Shvrh(Schfp

X ), and Shvcdh(Schfp
X ) have homotopy dimension 6 d.

Proof. We prove the theorem by induction on d. If d < 0 then X is empty and the result is

trivial. Let τ ∈ {cdp, rh, cdh} and let F be a d-connective τ -sheaf on Schfp
X . We must show that

F(X) is nonempty.

Suppose first that X is quasi-integral. By Proposition 2.4.13 and [Lur17, Proposition 6.5.1.16(4)],
clτ (F) is d-connective. By Proposition 2.4.3, clτ (F) admits a global section. The space of
global sections of clτ (F) is the filtered colimit of F(Y) as Y ranges over modifications of X
(Lemma 2.4.11). Hence, there exists a modification f : Y → X such that F(Y) is nonempty. Let
Z ⊂ X be a narrow closed subscheme such that f−1(X− Z)→ X− Z is an isomorphism. Then
Y and Z form an abstract blowup square over X, so

F(X) ' F(Y)×F(YZ) F(Z).

Since Z and YZ have valuative dimension< d by Proposition 2.3.2(4,6), the induction hypothesis
applies and we deduce that F(Z) and F(YZ) are connected. Hence, F(X) is nonempty.

We now prove the general case. Let E be the poset of closed subschemes Z ⊂ X such that
F(Z) = ∅. If {Zi} is a cofiltered diagram in E, then limi Zi belongs to E since F(limi Zi) '
colimi F(Zi). Thus, the poset E is inductively ordered. By Zorn’s lemma, it remains to show
that E does not have a minimal element. If Z ∈ E, then Zgen has infinitely many points (by
the first part of the proof). Using Lemma 2.4.14, we can find a coproduct decomposition
Zgen = S1 t S2 with S1 and S2 nonempty. Let Zi be the closure of Si in Z with reduced scheme
structure. Since Si is closed in Zgen, Zi∩Zgen = Si. In particular, Z1∩Z2 is a narrow subscheme
of Z. By Proposition 2.3.2(4), Z1∩Z2 has valuative dimension < d, so F(Z1∩Z2) is connected by
the induction hypothesis. Since ∅ = F(Z) ' F(Z1)×F(Z1∩Z2) F(Z2), we deduce that F(Z1) = ∅
or F(Z2) = ∅, and hence that Z is not minimal in E. �

Corollary 2.4.16. Let X be a qcqs scheme of finite valuative dimension. Let τ ∈ {cdp, rh, cdh}.
Then every sheaf in Shvτ (Schfp

X ) is the limit of its Postnikov tower. In particular, Shvτ (Schfp
X )

is hypercomplete.

Proof. By Corollary 2.3.3, every Y ∈ Schfp
X has finite valuative dimension. Thus, it follows

from Theorem 2.4.15 that Shvτ (Schfp
X ) is locally of finite homotopy dimension. This implies the

result by Proposition 2.4.1(2). �

Remark 2.4.17. Corollary 2.4.16 does not assert nor imply that Shvτ (Schfp
X ) is Postnikov

complete in the sense of [Lur18, Definition A.7.2.1]. We do not know if this is the case.



16 E. ELMANTO, M. HOYOIS, R. IWASA, AND S. KELLY

Remark 2.4.18. For τ ∈ {rh, cdh} and X any scheme locally of finite valuative dimension, it

follows from Corollary 2.4.16 that every τ -sheaf on Schlfp
X is the limit of its Postnikov tower.

Corollary 2.4.19. Let X be a scheme locally of finite valuative dimension. Let f be a morphism
between finitary rh (resp. cdh) sheaves on SchX. Then f is an equivalence if and only if it is an
equivalence on valuation rings (resp. on henselian valuation rings) of finite rank.

Proof. If f is an equivalence on (henselian) valuation rings of finite rank, then it is an equivalence
on all (henselian) valuation rings by Lemma 2.3.9. For τ ∈ {rh, cdh}, recall that Shvfin

τ (SchX) is
a locally coherent∞-topos (Propositions 2.1.6 and 2.1.4), whose points are given by evaluating
on (henselian) valuation rings. It thus follows from Deligne’s completeness theorem [Lur18,
Theorem A.4.0.5] that f is an ∞-connective morphism. But this ∞-topos is hypercomplete by
Corollary 2.4.16, so f is an equivalence. �

3. Milnor excision and cdarc descent

3.1. The cdarc topology. We introduce completely decomposed versions of the v topology
(introduced by Bhatt and Scholze in [BS17]) and the arc topology (introduced by Bhatt and
Mathew in [BM18]). Recall that the v topology refines the h topology by removing finite pre-
sentability conditions, and the arc topology is a further refinement of the v topology. Similarly,
the rv and cdv topologies will refine the rh and cdh topologies by removing finite presentability
conditions, and they will be further refined by the rarc and cdarc topologies.

Definition 3.1.1. A qcqs morphism of schemes Y → X is:

• an rv cover if it is surjective on valuation rings, i.e., for every valuation ring R, the
induced map

Maps(Spec R,Y)→ Maps(Spec R,X)

is surjective;

• a cdv cover if it is surjective on henselian valuation rings;

• an rarc cover if it is surjective on valuation rings of rank 6 1;

• a cdarc cover if it is surjective on henselian valuation rings of rank 6 1.

Each of these notions of cover defines a topology on the category of schemes, which is
generated by these covers and the Zariski topology. A presheaf Schop

S → Spc is a sheaf for this
topology if and only if it is a Zariski sheaf and it satisfies descent with respect to any cover
Y → X between qcqs schemes.

Remark 3.1.2. An rv cover of finite presentation is an rh cover, because valuation rings are

precisely the points of the locally coherent ∞-topos Shvrh(Schlfp
X ). Similarly, a cdv cover of

finite presentation is a cdh cover. Recall that the analogous statement for v covers also holds
(see [BS17, Definition 2.7]).

Proposition 3.1.3. Every cdv cover is a v cover and every cdarc cover is an arc cover.

Proof. Let f : Y → X be a cdv cover and let g : Spec V → X be a morphism where V is a
valuation ring. Consider the extension of valuation rings V ⊂ Vh. By assumption we have a
lift Spec Vh → Y over g, verifying that f is a v cover. If f is a cdarc cover and V has rank 6 1,
then Vh has rank 6 1 [Stacks, Tag 0ASK], so f is an arc cover. �
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The following diagram summarizes the relations between these topologies:

Zar rh rv rarc

Nis cdh cdv cdarc

fppf h v arc.

It follows from Remark 3.1.2 that every cdv cover f : Y → X between qcqs schemes is a
cofiltered limit of cdh covers fα : Yα → X. However, this does not imply that every finitary cdh
sheaf satisfies cdv descent, because filtered colimits need not commute with cosimplicial limits.
We now introduce a convenient condition on an ∞-category C ensuring that finitary C-valued
cdh sheaves are cdv sheaves (see Proposition 3.1.8).

Definition 3.1.4. An ∞-category C is compactly generated by cotruncated objects if it is com-
pactly generated and every compact object is cotruncated (i.e., truncated in Cop).

Example 3.1.5. If C is a compactly generated ∞-category, the subcategory C6n ⊂ C of n-
truncated objects is compactly generated by cotruncated objects.

Example 3.1.6. If C is a compactly generated ∞-category, then the ∞-category Stab(C)60 of
coconnective spectra in C is compactly generated by cotruncated objects.

Lemma 3.1.7. Let C be an ∞-category compactly generated by cotruncated objects.

(1) Filtered colimits commute with cosimplicial limits in C.

(2) If X is an ∞-topos, any sheaf Xop → C is hypercomplete.5

Proof. Both statements follow immediately from the special case C = Spc6n. �

The following proposition generalizes and gives a different proof of [BM18, Proposition 3.28].

Proposition 3.1.8. Let S be a scheme and let C be compactly generated by cotruncated objects.

(1) If F : Schop
S → C is finitary, then F is an rv (resp. cdv, v) sheaf if and only if it is an

rh (resp. cdh, h) sheaf.

(2) Let F,G : Schop
S → C be finitary rh (resp. cdh, h) sheaves. Then a morphism F → G is

an equivalence if and only if F(V) → G(V) is an equivalence for every valuation ring
V (resp. every henselian valuation ring V, every absolutely integrally closed valuation
ring V).

Proof. We give the proof for rh, but the same proof works for cdh and h.

(1) By Remark 3.1.2, every rv cover f : Y → X between qcqs schemes is a cofiltered limit of
rh covers fα : Yα → X, hence the Čech nerve of f is the limit of the Čech nerves of fα. The
claim now follows from Lemma 3.1.7(1).

(2) Applying Maps(c,−) for c ∈ C compact, we can assume that C = Spc6n. Then the result
follows from Deligne’s completeness theorem [Lur18, Theorem A.4.0.5], since valuation rings

are the points of the locally coherent ∞-topos Shvrh(Schlfp
S ). �

5This statement only requires C to be generated under colimits by cotruncated objects.
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3.2. Milnor squares. A commutative square of schemes

W Y

Z X

f

i

is called a Milnor square if it is bicartesian, f is affine, and i is a closed immersion. We will
also denote by f : (Y,W)→ (X,Z) or Q: (Y,W)→ (X,Z) such a square.

Remark 3.2.1. A Milnor square is also cocartesian in the category of ringed spaces. Indeed,
since Z and Y are affine over X, the pushout of Z ← W → Y in the category of ringed spaces
(equivalently, of locally ringed spaces) is a scheme by [Fer03, Théorème 7.1]. In particular,
f : Y → X is an isomorphism over the open complement of Z.

Remark 3.2.2. A span of schemes Z
h←W

e→ Y with h affine and e a closed immersion can be
completed to a Milnor square if and only if there exist affine morphisms a : Y → S and b : Z→ S
such that a ◦ e = b ◦ h.

A Milnor square of affine schemes is equivalently a cartesian square of commutative rings

A B

A/I B/J,

and a general Milnor square is Zariski-locally of this form (by Remark 3.2.1).

Definition 3.2.3. A presheaf F : Schop
S → C satisfies Milnor excision if F(∅) = ∗ and F sends

Milnor squares to cartesian squares.

Note that if F is a Zariski sheaf, then F satisfies Milnor excision if and only if it sends Milnor
squares of affine schemes to pullback squares.

Example 3.2.4. For any S-scheme X, the representable presheaf MapsS(−,X) satisfies Milnor
excision.

Example 3.2.5. Homotopy K-theory KH: (Schqcqs)op → Spt satisfies Milnor excision [LT19,
Corollary 3.15].

Remark 3.2.6. If C is a pointed ∞-category with finite products and F : Schop
R → C is a

Σ-presheaf, one can extend F to nonunital commutative R-algebras by setting

F(I) = fib(F(R× I)→ F(R)),

where R× I is the unitalization of the nonunital R-algebra I. If F satisfies Milnor excision, then
for any R-algebra A and any ideal I ⊂ A, the null sequence

F(I)→ F(A)→ F(A/I)

is a fiber sequence. In fact, if F is a Zariski sheaf and Cop is prestable, this property is equivalent
to Milnor excision.

Lemma 3.2.7 (Approximating Milnor squares). Let S be a qcqs scheme.

(1) Every Milnor square (Y,W)→ (X,Z) in Schqcqs
S is a cofiltered limit of Milnor squares

(Yα,Wα)→ (Xα,Zα) where Zα, Yα, and Wα are of finite presentation over S. If X is
affine over S, we can assume Xα affine over S.

(2) Every Milnor square f : (Y,W)→ (X,Z) in Schqcqs
S is a cofiltered limit of Milnor squares

fα : (Yα,Wα)→ (X,Z) where fα is of finite type.
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Proof. (1) Assume first that X is affine over S. In what follows we implicitly use Remark 3.2.2
to obtain Milnor squares from spans of affine S-schemes. Since X is qcqs, we can write Z
as a cofiltered intersection of finitely presented closed subschemes Zα ⊂ X. Then the span
Z ← W ↪→ Y is the limit of the spans Zα ← Y ×X Zα ↪→ Y, so we can assume that W ↪→ Y
is finitely presented. Writing Z as a limit of finitely presented affine S-schemes, we can also
assume that Z is finitely presented over S. Since W ↪→ Y is finitely presented, we can write
it as a limit of closed immersions Wα ↪→ Yα between finitely presented affine S-schemes, and
since Z is finitely presented the map W→ Z factors through some Wα.

In particular, this proves the result when S = X. In general, we can write X as a limit of
finitely presented S-schemes Xα, and any span of finitely presented affine X-schemes is pulled
back from Xα for some α.

(2) The OX-algebra A = f∗(OY) is the filtered union of its finitely generated subalgebras
Aα. Set Yα = SpecAα and Wα = Yα ×X Z. If I ⊂ OX is the ideal of Z, then I → IAα is an
isomorphism, since the composite I → IAα ↪→ IA is. This shows that (Yα,Wα) → (X,Z) is a
Milnor square. �

Corollary 3.2.8. Let S be a qcqs scheme of finite valuative dimension. Then every Milnor
square f : (Y,W) → (X,Z) in Schqcqs

S is a cofiltered limit of Milnor squares fα : (Yα,Wα) →
(Xα,Zα) where Xα has finite valuative dimension and fα is of finite type.

Proof. By Lemma 3.2.7(1), we can assume that Y and Z are finitely presented over S. The
complement of Z in X is isomorphic to Y−W, so the degrees of the residual field extensions of
X over S are bounded. It follows from Proposition 2.3.5 that X has finite valuative dimension,
and we conclude using Lemma 3.2.7(2). �

Lemma 3.2.9. Let Q: (Y,W) → (X,Z) be a Milnor square, let h : X′ → X be a morphism,
and let Q′ : (Y′,W′)→ (X′,Z′) be the base change of Q along h. If h is flat or if X′ is reduced,
then Q′ is a Milnor square.

Proof. We only have to check that Q′ is cocartesian, i.e., that the square

OX′ OY′

OZ′ OW′

of quasi-coherent sheaves on X′ is cartesian. If I ⊂ OX is the ideal of Z, the kernels of the
vertical maps are the images of h∗(I). Thus, the above square is cartesian if and only if the
restriction of the map OX′ → OY′×OW′ OZ′ to the image of h∗(I) is injective. If h is flat, then h∗

is left exact and so h∗(I)→ OY′ is injective. If X′ is reduced, we claim that OX′ → OY′×OW′ OZ′

is injective. It suffices to show that x∗(OY′ × OZ′) 6= 0 for any (generic) point x ∈ X′ [Stacks,
Tag 00EW]. But this follows from the fact that Y′ t Z′ → X′ is completely decomposed. �

Remark 3.2.10. Milnor squares are not closed under arbitrary base change, and so Milnor
excision is not (a priori) a topological condition. However, it becomes a topological condition
when supplemented with nilinvariance. Indeed, let P be the cd-structure on SchS consisting of
cartesian squares

W Y

Z X

f

i

where i is a closed immersion, f is affine, and the induced map Y tW Z→ X is a nilimmersion.
It is clear that a presheaf on SchS satisfies P-excision if and only if it is nilinvariant and satisfies
Milnor excision. Using Lemma 3.2.9, it is easy to check that the cd-structure P is stable under
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base change. In fact, it satisfies Voevodsky’s criterion [AHW16, Theorem 3.2.5], so that a
presheaf on SchS satisfies P-excision if and only if it is a sheaf for the topology generated by P.

Proposition 3.2.11 (Bhatt–Mathew). Let (Y,W)→ (X,Z) be a Milnor square. Then YtZ→
X is an rarc cover.

Proof. By Lemma 3.2.9, we can assume that X = Spec R where R is a valuation ring of rank
6 1. Then Z = Spec R/I and Y = Spec S. If I = 0 or I = R, the result is trivial. Otherwise,
there exists x ∈ I that is neither zero nor invertible. Then R has rank 1 and R[1/x] is the
fraction field of R. Since Y t Z → X is completely decomposed, the map R → R[1/x] factors
through a map h : S → R[1/x]. To conclude, we show that h(S) ⊂ R. Since R has rank 1 and
R ⊂ h(S), either h(S) = R or h(S) = R[1/x]. Now I→ IS is an isomorphism, so the restriction
of h to IS lands in R. In particular xh(S) ⊂ R, which is only possible if h(S) = R. �

The following corollary generalizes [BM18, Proposition 4.10].

Corollary 3.2.12. Let C be an ∞-category and let F : Schop
S → C be an rarc sheaf. Then F

satisfies Milnor excision.

Proof. We can assume C = Spc. We prove that F sends any base change of a Milnor square
to a cartesian square. Such squares form a cd-structure on SchS satisfying the assumptions
of Voevodsky’s criterion [AHW16, Theorem 3.2.5]. The claim then follows from loc. cit. and
Proposition 3.2.11. �

3.3. Criteria for Milnor excision and cdarc descent. If V is a valuation ring and p ⊂ V
is a prime ideal, the square

(3.3.1)

V Vp

V/p κ(p)

is an example of a Milnor square (see [HK18, Lemma 3.12] or [BM18, Proposition 2.8]).

Definition 3.3.2. A presheaf F on SchS satisfies v-excision if, for every valuation ring V over
S and every prime ideal p ⊂ V, F sends the square (3.3.1) to a cartesian square. We say that
F satisfies henselian v-excision if this holds whenever V is a henselian valuation ring.

Remark 3.3.3. If F is finitary and S is locally of finite valuative dimension, it suffices to check
(henselian) v-excision on valuation rings of finite rank (Lemma 2.3.9).

Theorem 3.3.4. Let S be a scheme, C a compactly generated ∞-category, and F : Schop
S → C

a finitary rh (resp. cdh) sheaf. Consider the following assertions:

(1) F satisfies v-excision (resp. henselian v-excision);

(2) F satisfies Milnor excision;

(3) F satisfies rarc (resp. cdarc) descent.

In general, (3) ⇒ (2) ⇒ (1). If S has finite valuative dimension, then (1) ⇒ (2). If every
compact object of C is cotruncated, then (1)⇒ (3).

The implication (2) ⇒ (1) holds because the squares (3.3.1) are Milnor squares, and the
implication (3) ⇒ (2) is Corollary 3.2.12. The proofs of (1) ⇒ (2) and (1) ⇒ (3) will require
some preliminaries.
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Recall that a proper ideal I in a valuation ring V is prime if and only if it is radical, in which
case the quotient V/I is a valuation ring. Moreover, for any subset S ⊂ V with 0 /∈ S, there is
a prime ideal p such that S−1V = Vp, and this is again a valuation ring.

Lemma 3.3.5. Let V be a (henselian) valuation ring and p ⊂ V a prime ideal. Then V/p and
Vp are also (henselian) valuation rings.

Proof. The only nontrivial statement is that Vp is henselian if V is. This follows from [Nag53,
page 50, Corollary]. �

Lemma 3.3.6. Let V be a valuation ring, C an ∞-category, and F : Schop
V → C a nilinvariant

presheaf satisfying v-excision (resp. henselian v-excision). Then, for any prime ideal p ⊂ V and
any valuation ring (resp. any henselian valuation ring) W over V, the square

F(W) F(W ⊗V Vp)

F(W ⊗V V/p) F(W ⊗V κ(p))

is cartesian.

Proof. By Lemma 3.2.9, the image of Spec W→ Spec V is an interval in the specialization poset.
Hence, if p is not in the image, the result is trivial. Otherwise, let q ⊂W be the maximal prime
ideal lying over p, so that W ⊗V Vp ' Wq. Note that

√
pW ⊂ q. We can then form the

commutative diagram

W Wq W√pW

W/pW Wq/pWq W√pW/pW√pW

W/
√
pW Wq/

√
pWq κ(

√
pW).

Our goal is to prove that F converts the top left square into a cartesian square. Both the
boundary square and the right rectangle are instances of (3.3.1). Moreover, by Lemma 3.3.5,
Wq is henselian if W is. By assumption, F takes these squares to cartesian squares. It then
suffices to prove that F takes the bottom left square to a cartesian square. But this follows
from the fact that F is nilinvariant. �

The next lemma is analogous to [BM18, Lemma 4.4].

Lemma 3.3.7. Let V be a valuation ring, C a compactly generated∞-category, and F : Schop
V →

C a finitary rh (resp. cdh) sheaf satisfying v-excision (resp. henselian v-excision). Assume that
V has finite rank or that compact objects in C are cotruncated. For every prime ideal p ⊂ V
and every V-scheme X, the square

F(X) F(X⊗V Vp)

F(X⊗V V/p) F(X⊗V κ(p))

is cartesian.

Proof. Consider the canonical map

ϕ : F(−)→ F(−⊗V Vp)×F(−⊗Vκ(p)) F(−⊗V V/p)
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between finitary rh (resp. cdh) sheaves on SchV. By Lemma 3.3.6, ϕ is an equivalence on
(henselian) valuation rings. If V has finite rank, we deduce that ϕ is an equivalence by Corol-
lary 2.4.19, applied to Maps(c,F(−)) for every compact object c ∈ C. On the other hand, if
compact objects in C are cotruncated, then ϕ is an equivalence by Proposition 3.1.8(2). �

Lemma 3.3.8. Let Q: (Y,W)→ (X,Z) be a base change of a Milnor square in SchS such that
Y → X admits a section. If C is a compactly generated ∞-category and F : Schop

S → C is a
finitary rh sheaf, then F(Q) is cartesian.

Proof. We can assume X qcqs. We have cartesian morphisms (X,Z)→ (Y,W)→ (X,Z). Since
Y → X is an isomorphism over X − Z, the closed immersions X → Y and W → Y cover Y.
Writing them as cofiltered limits of finitely presented closed immersions, we deduce that F sends
the square (X,Z)→ (Y,W) to a cartesian square. Hence, F(Q) is also cartesian. �

Proof of (1) ⇒ (2) in Theorem 3.3.4. Let Q: (Y,W)→ (X,Z) be a Milnor square in SchS. We
want to show that F(Q) is cartesian. Since F is a Zariski sheaf, we can assume that S and
X are qcqs. By Corollary 3.2.8, since F is finitary, we can assume that X has finite valuative
dimension. Consider the morphism

ϕ : F(−)→ F(−×X Y)×F(−×XW) F(−×X Z)

between finitary rh (resp. cdh) sheaves on SchX. By Corollary 2.4.19, it remains to show that
ϕ is an equivalence on Spec V for every (henselian) valuation ring of finite rank V over X.
We prove this by induction on the rank of V. If V has rank 6 1, then Spec V → X lifts to
Y t Z by Proposition 3.2.11; if it lifts to Z the result is trivial, otherwise we conclude using
Lemma 3.3.8. If V has rank > 2, choose a prime ideal p ⊂ V which is neither zero nor maximal.
By the induction hypothesis, ϕ is an equivalence on Vp, V/p, and κ(p). It then follows from
Lemma 3.3.7 that ϕ is an equivalence on V. �

Proof of (1) ⇒ (3) in Theorem 3.3.4. The proof is essentially the same as that of [BM18, Propo-
sition 4.6] with minor simplifications. We assume that C is compactly generated by cotruncated
objects and that F : Schop

S → C is a finitary cdh sheaf satisfying henselian v-excision (the rh
case is treated similarly). Let f : Y → X be a cdarc cover between qcqs schemes in SchS and
let Č•(f) be its Čech nerve. We must show that F(X) → limn F(Čn(f)) is an equivalence.
We can write f as a cofiltered limit of finitely presented morphisms fα : Yα → X, which are
automatically cdarc covers; using Lemma 3.1.7(1) and the assumption that F is finitary, we can
assume that f is finitely presented. We consider the canonical morphism

ϕ : F(−)→ lim
n

F(Čn(f)×X −),

which is a morphism between finitary cdh sheaves on SchX. By Proposition 3.1.8(2), we are
reduced to the case where X = Spec V for V a henselian valuation ring.

For p ⊂ q prime ideals in V, let [p, q] be the set of prime ideals containing p and contained in
q; such a subset of Spec V will be called an interval. We denote by IntV the poset of intervals
in Spec V. For an interval I = [p, q], we let VI = (V/p)q. Then VI is a henselian valuation ring
by Lemma 3.3.5, and the assignment I 7→ VI is a functor Intop

V → CAlgV that preserves filtered
colimits. Let E ⊂ IntV be the subposet of intervals I such that ϕ is an equivalence on VJ for
all J ⊂ I. The subposet E has the following properties:

(1) If f has a section over VI, then I ∈ E.

(2) If I has length 6 1, then I ∈ E. This follows from (1) and the definition of cdarc cover.

(3) For any prime p 6= m, there exists q > p such that [p, q] ∈ E. If p has an immediate
successor q, this follows from (2). Otherwise, κ(p) = colimq>p V[p,q]. Since f is finitely
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presented and has a section over κ(p), it has a section over V[p,q] for some q > p, so the
claim follows from (1).

(4) For any prime q 6= 0, there exists p < q such that [p, q] ∈ E. The proof is exactly the
same as in (3).

(5) If [p, q] ∈ E and [q, r] ∈ E, then [p, r] ∈ E. This follows from Lemma 3.3.7.

(6) E is closed under filtered colimits in IntV. Indeed, if [p, q] is the filtered colimit of
[pα, qα] ∈ E, then by (2)–(4) there exists α such that [p, pα] ∈ E and [qα, q] ∈ E, hence
[p, q] ∈ E by (5).

By (6) and Zorn’s lemma, there exists a maximal interval [p, q] ∈ E. By (3) and (5), we must
have q = m, and by (4) and (5) we must have p = 0. This means that ϕ is an equivalence on
V, as desired. �

Remark 3.3.9. Under the assumption that C is compactly generated by cotruncated objects,
Theorem 3.3.4 is analogous to [BM18, Theorem 4.1], with the h topology replaced by the rh
or cdh topology. We remark that there is no obvious version of this result for the eh topology
(the topology generated by the étale and cdp topologies), because if V is a strictly henselian
valuation ring and p ⊂ V is a prime ideal, Vp is not strictly henselian in general.

We shall say that a presheaf F on SchS satisfies rigidity for a henselian pair (A, I) over S if
F(A)→ F(A/I) is an equivalence.

Theorem 3.3.10. Let S be a scheme, C a compactly generated ∞-category, and F : Schop
S → C

a finitary cdh sheaf. Suppose that F satisfies rigidity for henselian valuation rings.

(1) If S has finite valuative dimension, then F satisfies Milnor excision.

(2) If compact objects in C are cotruncated, then F is a cdarc sheaf.

Proof. The assumption and Lemma 3.3.5 immediately imply that F satisfies henselian v-excision.
The conclusion therefore follows from Theorem 3.3.4. �

Corollary 3.3.11. Let R be a henselian local ring, C a compactly generated ∞-category such
that Cop is prestable, and F : Schop

R → C a finitary cdh sheaf. Assume that either R has finite
valuative dimension or that compact objects in C are cotruncated. If F satisfies rigidity for
henselian local rings, then F satisfies rigidity for all henselian pairs.

Proof. Let (A, I) be a henselian pair over R, and form the Milnor square

R′ A

R A/I.

By Gabber’s characterization of henselian pairs [Stacks, Tag 09XI], R′ is a henselian local ring.
By Theorem 3.3.10, F satisfies Milnor excision, so we have a cartesian square

F(R′) F(A)

F(R) F(A/I)

in C. Since Cop is prestable, this square is also cocartesian. By assumption, F satisfies rigidity
for R′ and R, which have the same residue field, so F(R′)→ F(R) is an equivalence. It follows
that F(A)→ F(A/I) is an equivalence. �
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3.4. Application to motivic spectra. In this subsection, we use Theorem 3.3.10 to show
that motivic spectra with suitable torsion satisfy Milnor excision. The main ingredients are the
rigidity theorem of Ananyevskiy and Druzhinin [AD18], the inseparable local desingularization
theorem of Temkin [Tem13], and the perfection-invariance theorem of Khan and the first author
[EK19].

Let S be a scheme and E ∈ SH(S) a motivic spectrum. We denote by E(−) : Schop
S → Spt

the associated spectrum-valued cohomology theory: for an S-scheme X, E(X) is the mapping
spectrum from 1X to EX in SH(X).

Lemma 3.4.1. For any scheme S and any E ∈ SH(S), E(−) : Schop
S → Spt is a finitary cdh

sheaf.

Proof. The presheaf E(−) satisfies cdh descent by [Hoy17, Corollary 6.25], and it is finitary by
[Hoy14, Proposition C.12(4)]. �

Let C be a symmetric monoidal ∞-category and Φ ⊂ π0 Maps(1,1) a multiplicative subset.
Recall that an object E ∈ C is Φ-periodic if every ϕ ∈ Φ acts invertibly on E [BH18, §12.1]. We
say that E ∈ C is Φ-nilpotent if Maps(E,E′) ' ∗ for every Φ-periodic object E′, and Φ-torsion
if there exists ϕ ∈ Φ such that ϕ : E→ E factors through an initial object of C. Note that every
Φ-torsion object is Φ-nilpotent.

Lemma 3.4.2. Let C be a stable compactly generated symmetric monoidal ∞-category and let
Φ ⊂ π0 Maps(1,1) be a multiplicative subset. Then the full subcategory of Φ-nilpotent objects
in C is compactly generated, with compact objects the compact Φ-torsion objects of C.

Proof. Under the assumption on C, the full subcategory of Φ-periodic object is reflective, with
localization functor LΦ sending E to the colimit of a filtered diagram in which every arrow is of
the form ϕ : E→ E for some ϕ ∈ Φ [BH18, Lemma 12.1]. If RΦ is the fiber of idC → LΦ, then
RΦ is right adjoint to the inclusion of the full subcategory of Φ-nilpotent object, and it preserves
colimits. Let E ∈ C be Φ-nilpotent. Then E is a filtered colimit of objects of the form RΦ(C)
with C ∈ C compact, and RΦ(C) itself is a filtered colimit of objects of the form fib(ϕ : C→ C)
for ϕ ∈ Φ. It remains to observe that fib(ϕ : C→ C) is compact and ϕ2-torsion. �

Lemma 3.4.3. Let k be a field of characteristic p > 0 and let ϕ ∈ GW(k) be an element such
that rk(ϕ) is prime to p. Then GW(k) = (p, ϕ).

Proof. Recall that hZ ⊂ GW(k) is an ideal such that GW(k)/hZ = W(k). Moreover, W(k) is
2-power torsion and the invertible elements in W(k) are forms of odd rank [MH73, III §3]. If
p = 2, then h = 2 and ϕ has odd rank, so ϕ becomes invertible in W(k) = GW(k)/2Z, which
proves the claim. Suppose that p is odd. Since W(k) is 2-power torsion, p becomes invertible
in W(k), so (p, h) is the unit ideal. On the other hand, since ϕh = rk(ϕ)h and rk(ϕ) is prime
to p, h belongs to (p, ϕ). Hence, (p, ϕ) is the unit ideal. �

The following theorem is a minor generalization of the rigidity theorem of Ananyevskiy and
Druzhinin [AD18].

Theorem 3.4.4 (Ananyevskiy–Druzhinin). Let k be a field and let Φ ⊂ GW(k) be the subset
of elements with rank invertible in k. If E ∈ SH(k) is Φ-nilpotent, then E(−) : Schop

k → Spt
satisfies rigidity for ind-smooth henselian local rings.

Proof. By Lemma 3.4.2, we may assume that E is Φ-torsion. It follows from Lemma 3.4.3 that
the exponential characteristic of k acts invertibly on E, so that E(−) is invariant under universal
homeomorphisms [EK19, Corollary 2.1.5]. Since henselian pairs are preserved by integral base
change, we may replace k by kperf and hence assume k perfect. Furthermore, since E(−) is
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finitary, it suffices to prove rigidity for henselizations of points on smooth k-schemes. In this
case the result is precisely [AD18, Corollary 7.11]. �

If k has characteristic zero, it follows from Hironaka’s resolutions of singularities that every
valuation ring over k is ind-smooth. Therefore, Theorem 3.4.4 implies that Φ-nilpotent motivic
spectra over k satisfy rigidity for henselian valuation rings. Our next goal is to prove this
in arbitrary characteristic, using the following desingularization theorem of Temkin. We are
grateful to Benjamin Antieau for communicating to us this result.

Theorem 3.4.5 (Temkin). Let k be a perfect field and V a perfect valuation ring over k. Then
V is the filtered colimit of its smooth k-subalgebras.

Proof. We must show that every finitely generated subalgebra A ⊂ V is contained in a smooth
subalgebra of V. Let K be the fraction field of A and let R = V ∩ K. Then R is a valuation
ring of K centered on A. By [Tem13, Theorem 1.3.2], there exists a finite purely inseparable
extension L/K and an algebra A ⊂ A′ ⊂ K such that, if S is the unique valuation ring of L
dominating R, then S is centered on a smooth point of the normalization A′′ of A′ in L. Since
V is perfect, L is contained in the fraction field of V and S = V ∩ L. Hence, if A′′′ ⊂ S is a
localization of A′′ that is smooth over k, then A ⊂ A′′′ ⊂ V, as desired. �

Corollary 3.4.6. Let k be a field and E ∈ SH(k). Suppose that E is Φ-nilpotent where
Φ ⊂ GW(k) is the subset of elements whose rank is invertible in k. Then the presheaf of spectra
E(−) : Schop

k → Spt satisfies rigidity for henselian valuation rings.

Proof. By Lemmas 3.4.2 and 3.4.3, the exponential characteristic of k acts invertibly in E, so
that E(−) is invariant under universal homeomorphisms [EK19, Corollary 2.1.5]. Let V be
a henselian valuation ring over k. Then Vperf is a henselian valuation ring over kperf , since
henselian pairs are preserved by integral base change. Thus, we can assume k and V perfect.
In this case, the result follows from Theorems 3.4.4 and 3.4.5. �

Recall that the effective homotopy t-structure on SH(S) is defined as follows: SH(S)eff
>0 ⊂

SH(S) is the full subcategory generated under colimits and extensions by Σ∞T X+ for X ∈ SmS.
It follows immediately from the definitions that E is n-truncated in the effective homotopy
t-structure if and only if E(X) ∈ Spt6n for every smooth S-scheme X.

Corollary 3.4.7. Let k be a field of exponential characteristic c and let E ∈ SH(k)[ 1
c ]. If E is n-

truncated in the effective homotopy t-structure, then the presheaf of spectra E(−) : Schop
k → Spt

factors through Spt6n.

Proof. Since E(−) is a finitary rh sheaf (Lemma 3.4.1), it suffices to show that E(V) is n-
truncated for every valuation ring V over k. By [EK19, Corollary 2.1.5], E(−) is invariant
under universal homeomorphisms, so we can assume that V is perfect. Moreover, by [Sus17,
Lemma 1.12], for any finitely presented smooth kperf -scheme X, there is a smooth k-scheme Y
and a universal homeomorphism X → Y; hence, E(X) is n-truncated. By Theorem 3.4.5, V is
a filtered colimit of smooth kperf -algebras, so E(V) is a filtered colimit of n-truncated spectra
and hence is n-truncated. �

Theorem 3.4.8. Let k be a field and E ∈ SH(k). Suppose that E is Φ-nilpotent where Φ ⊂
GW(k) is the subset of elements whose rank is invertible in k.

(1) The presheaf of spectra E(−) : Schop
k → Spt satisfies Milnor excision.

(2) If E is truncated in the effective homotopy t-structure, then the presheaf of spectra
E(−) : Schop

k → Spt satisfies cdarc descent.
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Proof. The presheaf E(−) is a finitary cdh sheaf by Lemma 3.4.1, and it satisfies rigidity for
henselian valuation rings by Corollary 3.4.6. Moreover, if E is n-truncated in the effective
homotopy t-structure, then E(−) takes values in the∞-category Spt6n by Corollary 3.4.7, which
is compactly generated by cotruncated objects. The theorem now follows from Theorem 3.3.10.

�

Corollary 3.4.9. Let k be a field, E ∈ SH(k), and n an integer invertible in k. Then the
presheaf of spectra E(−)/n : Schop

k → Spt satisfies Milnor excision.

Proof. Apply Theorem 3.4.8(1) to the motivic spectrum E/n. �

For A an abelian group, let HA ∈ SH(k) be the associated motivic Eilenberg–Mac Lane
spectrum, and let HA(q) = Σ0,qHA. We denote by

C∗mot(−,A(q)) : Schop
k → D(Z)

the cohomology theory defined by HA(q). Note that if every element of A is Φ-torsion for some
multiplicative subset Φ ⊂ Z, then HA(q) is Φ-nilpotent.

Corollary 3.4.10. Let k be a field and A a torsion abelian group such that the exponential
characteristic of k acts invertibly on A. For any q ∈ Z, the presheaf

C∗mot(−,A(q)) : Schop
k → D(Z)

satisfies cdarc descent. In particular, it satisfies Milnor excision.

Proof. If q < 0, it follows from Corollary 3.4.7 that C∗mot(−,A(q)) = 0, so we may assume q > 0.
The motivic spectrum HA(q) is then 0-truncated in the effective homotopy t-structure. Indeed,
if p < 0 and X ∈ Smk, then Hp

mot(X,A(q)) = Hp
ét(X,A(q)) = 0 by [Voe11, Theorem 6.17]. Thus

we may apply Theorem 3.4.8(2) to HA(q). �

Remark 3.4.11. If A is a Z[ 1
c ]-module where c is the exponential characteristic of k, then

C∗mot(−,A(q)) : Schop
k → D(Z) is the cdh sheafification of the finitary extension of the presheaf

|z(Aq, 0)(∆•×−)⊗A| on Schfp
k . This follows from [SV00, Theorem 4.2.9] and [CD15, Theorems

5.1 and 8.4].

References

[AD18] A. Ananyevskiy and A. Druzhinin, Rigidity for linear framed presheaves and generalized motivic
cohomology theories, Adv. Math. 333 (2018), pp. 423–462, https://doi.org/10.1016/j.aim.2018.

05.013

[AHW16] A. Asok, M. Hoyois, and M. Wendt., Affine representability results in A1-homotopy theory I: vector
bundles, to appear in Duke Math. J., 2016, arXiv:1506.07093

[BH18] T. Bachmann and M. Hoyois, Norms in motivic homotopy theory, 2018, arXiv:1711.03061
[BM18] B. Bhatt and A. Mathew, The arc topology, 2018, arXiv:1807.04725
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